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Abstract. For the segmentation of kidney and tumor task, we propose a two 

stages model that consists of several classification networks and segmentation 

models. The first stage is the foreground and background classification subnet-

work, this stage is to recognize whether there are kidneys or tumors on images, 

so we propose a classification model called RD-Net which can effectively re-

duce the errors caused by a large of background images and improve the effi-

ciency of the whole segmentation results. The second stage is the segmentation 

model used to predict the contour of the target (kidney or tumor). Therefore, we 

propose Att-ResUnet model and multi-scale ensemble of postprocessing meth-

ods used to integrate the predicted results of multiple models, so as to improve 

the accuracy of prediction results. 

Keywords: Classification, Segmentation, Postprocessing. 

1 The First Stage Method (The Classification Subnetwork) 

At the first stage, we use several well-known classification models to recognize 

whether there are kidneys or tumors on each image. To further enhance the perfor-

mance, we concatenate the last feature map layer of ResNet and DenseNet into an 

end-to-end model using backpropagation algorithm. Moreover, we ensemble classifi-

cation models and work with postprocessing methods.  

 

1.1 The Classification Model 

1.1.1 ResNet and DenseNet. ResNet and DenseNet have some similarities [1]. They 

both have skipping connections. The difference between them is that each layer in 

ResNet can have at most one skip connection but DenseNet has skipping connections 

from any layer to every subsequent layer of it [2].  

The most significant contribution of ResNet is the proposition and application of 

residual connection. Residual connection solves the vanishing gradient problem so 

that it can make neural network be very deep [3]. A building block with residual con-

nection, called residual block, is defined as: 
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 𝑦 = 𝑓(𝑓(𝑊𝑙 ⋅ 𝑥) ⋅ 𝑊𝑙+1 + 𝑥) (1.1) 

where y and x are input and output vectors of the residual block, 
lW and 

1lW +
mean 

the weight of stacked 
llayer  and 

+1llayer , and ( )f   represents the activation func-

tion—ReLU [4]. 

The way of DenseNet using skipping connection is called dense connection. The 

input l
x

and output l
y

of layer l can be defined as: 
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where
0 1 1( , ,..., )ly y y −

is the result that comes from the concatenation of all the fea-

ture maps of 
0

layer ,
llayer  ,…, 

l-1layer , ( )h   means concatenation, 
lW  refers the 

weight of 
llayer , and ( )f   represents the activation function—ReLU. 

 

1.1.2  RD-Net. Though ResNet and DenseNet are outstanding models, they work 

individually in most work with some limitations. In this study, we use a brand-new 

network architecture which consists of ResNet and DenseNet, and we call it RD-Net. 

So to enhance the learning of the model, we combine the features of ResNet and 

DenseNet into a new network to recognize the kidneys and tumors. We adopt all lay-

ers except fc and softmax layers in ResNet and all layers except fully-connected and 

softmax layers in DenseNet. Then we concatenate the outputs of average pool layer in 

ResNet and DenseNet as the input of a fully-connected layer. And next through a 

softmax layer, RD-Net gives its result of classification. Assuming that 
1p  and 

2p  

represent the outputs of average pool layer in ResNet and DenseNet respectively, the 

output y of fully-connected layer in RD-Net can be defined as: 

                                             ( )( )1 2,y f W h p p=                                              (1.4) 

Where ( )h   means concatenation, W refers the weight of llayer , and ( )f   repre-

sents the activation function—ReLU. 

Compared with individual ResNet and DenseNet, RD-Net retains the residual 

blocks and dense blocks, absorbs the feature maps of ResNet and DenseNet at last, 

and propagates same error back to ResNet part and DenseNet part.Maybe propagat-

ing of the same error is the reason that why RD-Net has better performance in classi-

fication task than other models on validation set. 

 In this study, we choose ResNet152 and DenseNet121 to build RD-Net, and 

both of them are pretrained from ImageNet. The architecture of RD-Net is shown in 

Fig. 1. Firstly, we get the feature maps from ResNet152 and DenseNet121 which has 

512 dimensions and 1024 dimensions respectively. And then we concatenate these 
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two feature maps into a new feature map that has 1563 dimensions. Finally, we use a 

[1536×2] fully-connected layer and a softmax layer to carry out the classification task. 

To recognize whether there are kidneys and tumors on images, we put images in RD-

Net to screen out which contain kidneys, then we use these images as inputs to RD-

Net to recognize whether there are tumors on them. 

 

 

Fig. 1. The proposed architecture of RD-Net. 

 

1.2 Ensemble of Classification models 

To further improve the accuracy of classification, we ensemble the results that ob-

tained from ResNet, DenseNet and RD-Net through voting method. Classification 

result of each image is decided by more than half of models that have same predic-

tions. Ensemble operation considers predictions of all models and gets a usual better 

performance [5]. 

1.3 Classification Postprocessing 

We know that the CT images in each case are sequences. So the images which have 

kidneys or tumors must be contiguous. It is impossible that there are some images 

which don’t have kidneys or tumors while their previous images and subsequent im-

ages have kidneys or tumors, or there are some images which have kidneys or tumors 

while their previous images and subsequent images don’ have kidneys or tumors. For 

recognition task of kidneys, we assume that 1 means there are kidneys on image, 0 

means there are no kidneys on image and L means the outputs list of RD-Net in one 

case. So L might be a list like {0,0,0,1,0,0,…,1,1,1,0,1,1,1,…,0,0,0,} corresponding to 

the ordered images of the case. At first, we give all the element a new property called 

“believe”, and set all the “believe” to 0.  

And the following Fig. 2 is the algorithm of postprocessing. 



 

Fig. 2. The algorithm of classification postprocessing. 

 

After the postprocessing, we get a new list L-new. L-new is just like 

{0,0,0,0,0,0,…,1,1,1,1,1,1,1,…,0,0,0,}. Images corresponding to 1 are what we adopt 

to put into the second stage. 

2 The Second Stage Method (The Segmentation Task) 

The segmentation task is the critical part used to implement the semantic segmenta-

tion work of CT datasets. Our model consists of two main parts: a series of DeepLab 

models and a variant of Unet, called Att-ResUnet.  

2.1 The Segmentation Network Model 

2.1.1   DeepLab. DeepLabv3 is a recent verson which is a powerful tool that adjusts 

the view of filter field and controls the feature response resolution of convolutional 

neural network computation in semantic segmentation tasks. In order to solve the 

problem of multi-scale target segmentation, it also designs the atrous convolution in 

cascade or in parallel architecture with different sampling rates [6].  

Taking 2-dimensional signals for example, for every position a of the feature 

map y and the convolution filter v, when inputting feature map x, the atrous convolu-

tion is: 

 

𝑦[𝑎] = ∑ 𝑥[𝑎 + 𝑟 ∗ 𝑘]𝑣[𝑘](𝑛
𝑘
)

𝑛

𝑘=0
                               (2.1) 

 

And the atrous rate r is connected with the stride which featuring the input sig-

nal. 

On the basis of DeepLabv3, DeepLabv3+ adds a simple and effective decoding 

module to improve the segmentation effect, especially for the boundary of object. 
Based on the proposed encoder-decoder structure, it can arbitrarily control atrous 

convolution to output the resolution of encoding features, balance the precision and 

running time [7]. 
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2.1.2   Att-ResUnet. Unet is a modified network based on FCNs [8], which consists 

of two parts: the downsampling layers for extracting features and the upsampling 

layers for fusing features [9]. It’s a suitable model for medical image segmentation, 

requiring very few datas to complete end-to-end training and achieving excellent re-

sults. 

Inspired by DenseUnet [10], we use the residual module of ResNet to replace the 

module of Unet. However, since ResNet has more parameters, we add the attention 

mechanism to the upsampling part, which can prevent the parts from learning the 

unrelated features in the model and at the same time stress the model to learn features 

related to tasks [11]. So we choose a Unet backbone architecture which is the encod-

er-decoder framework for more information on the original image textures spreading 

in high resolution layers [12]. In order to reach continuous learning as the number of 

model layers increases, the layers of Unet framework are replaced by improved resid-

ual blocks of convolutional network [13]. Residual blocks effectively reduce the prob-

lems of gradient disappearance and explosion in deep networks [14]. As a conse-

quence, we name the model Att-ResUnet because it contains the modified residual 

blocks with varied atrous convolutions and a Unet framework with attention mecha-

nism. 

To compute the attention vector at each output time t over the input words 

(1,...,TA) we define: 

𝑢𝑡 = 𝑣𝑇tanh⁡(𝑊1ℎ𝑖 +⁡𝑊2𝑑𝑡)                                          (2.2) 

 

𝑎𝑡 = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥(𝑢𝑡)                                                      (2.3) 

 

    𝑑𝑡 =∑ 𝑎𝑡
𝑇
𝑖=0

ℎ𝑖                                                          (2.4) 

 

The vector v and matrices W1, W2 are learnable parameters of the model. The 

vector ut has length TA and its i-th item contains a score of how much attention should 

be put on the i-th hidden encoder state hi. These scores are normalized by softmax to 

create the attention mask at over encoder hidden states. In all our experiments, we use 

the same hidden dimensionality at the encoder and the decoder, so v is a vector and 

W1 and W2 are square matrices. Lastly, we concatenate dt which becomes the new 

hidden state from which we make predictions, and which is fed to the next time step 

in our recurrent model [15]. 

Firstly, we choose Resnet152 as the basic downsampling block in the frame-

work’s encoder part [16]. In this model part, the output of each of the residual blocks 

is downsampled with a convolution of kernel size of one and stride of one. And then 

in the decoder part, the upsampling is being done with the use of attention layer fol-

lowed by a ReLU activation function and a normal convolution with a kernel size of 

one [17]. The combination of layers from the encoder and decoder parts is also being 

achieved with the attention layer [18]. This layer concatenates the two inputs and 

subjects them to a normal convolution which brings the number of features to the 

requisite size. 



 

Fig. 3. The proposed architecture of Att-ResUnet. 

 

2.2 Multi-scale and Segmentation Ensemble 

We resize images in the test set into 10 different sizes, which are 

{300,350,420,450,512,620,650,720,750,800}. It is equivalent that we have 10 differ-

ent sizes of test sets. All images in the same test set have same size which is different 

from the sizes of images in other test sets. Finally, we get 10 dice scores correspond-

ing to 10 test sets.  

According to scores that got from multi-scale operation, we choose the predic-

tion sets of Top5 scores corresponding sizes to ensemble. First of all, we resize pre-

dictions into original size (512×512), so that for each original image there are 5 dif-

ferent predictions. Next, we generate a new prediction image with all the pixel values 

of 0. For one original image, we traverse all the pixels in its 5 predictions. If more 

than two predictions have same pixel value at the same position, we set the pixel at 

this position on the new prediction image to the new value. After the ensemble opera-

tion [19], final version of segmentation results is generated. 

 

2.3 The Connected Component 

The Connected Component processing is one of the post-processing methods we use 

to clean up the mask images generated by our segmentation network models. The 

method can be used in application scenarios where foreground targets need to be ex-

tracted for subsequent processing, and usually the object of connected component 

processing is a binary image. Generally, it refers to the image region composed of 

foreground pixels with the same pixel value and adjacent positions in the image [20]. 

Description of the algorithm is as following: 

for each row (or column) in a binary image: 

1.record the starting and ending positions of each sequence of pixels we 

choose for this row; 

2.except for the first row, determine whether there is any overlap with the 

previous row sequence; 
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    If there is no overlap: 

      allocating a new tag; 

    if there is one overlap: 

      marking with the tags from the previous sequence; 

    if there is more than one overlap: 

marking with the smallest one in a row of overlapping se-

quences. Meanwhile, the following tags are denoted as equivalence 

pairs with this tag. 

   end 
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