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Abstract. This report describes our method submitted to 2019 Kidney Tumor 
Segmentation (KiTS19) Challenge. Our method employs two step approach. In 
the first step, an input volume is divided into two-dimensional images in three 
orthogonal planes and the two-dimensional images are fed into encoder-decoder 
networks to segment kidney and tumor regions. In the second step, the segmen-
tation results for three orthogonal planes are fed into convolutional neural net-
works to obtain final segmentation results. Although our method is based on two- 
dimensional segmentation, but three-dimensional like processing can be per-
formed by combining segmentation results in three orthogonal planes. 

1 Our method 

1.1 Overview 

Our method employs two step approach. In the first step, an input volume is divided 
into two-dimensional images in three orthogonal planes, i.e. axial (X-Y), sagittal (Y-Z) 
and coronal (Z-X) planes. The two-dimensional images are fed into encoder-decoder 
networks to segment kidney and tumor regions. In the second step, the segmentation 
results for three orthogonal planes are fed into convolutional neural networks to obtain 
final segmentation results. We train the models in the first step and the second step 
separately. In the followings, preprocessing, the first step of the segmentation and the 
second step of the segmentation will be explained. 

1.2 Preprocessing 

Voxel values in an input volume are clipped between a minimum HU value and a max-
imum HU value, then normalized to [0, 255]. The minimum HU value is -125 and the 
maximum HU value is 225 in our experiment. The normalized volume is resampled to 
have isotropic voxels. The resampling factor is decided based on the length (in pixels) 
of the axial plane that the longer axis in the axial plane becomes a predetermined length. 
The predetermined length is 320 pixels in our experiment. 

1.3 First step 

In the first step, an input volume is divided into two-dimensional images in three or-
thogonal planes, i.e. axial (X-Y), sagittal (Y-Z) and coronal (Z-X) planes. The two-
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dimensional images are fed into encoder-decoder networks to segment kidney and tu-
mor regions from background. Figure 1 shows the whole structure of our network in 
the first step. We use U-Net [1] and LinkNet [2] type deep neural networks with differ-
ent encoders from the original U-Net and LinkNet. U-Net and LinkNet both have an 
encoder-decoder structure and intermediate feature maps in the encoder are concate-
nated or summed to intermediate feature maps in the decoder, respectively. Our encoder 
is based on 101-layer ResNeXt [3] with Squeeze-and-Excitation blocks [4]. We also 
employ multi-task learning framework. The additional task is classification of the input 
image. The classes of the images are defined as followings. Class 0 is assigned to im-
ages without kidney and tumor regions, class 1 is assigned to images with kidney re-
gions and without tumor regions, and class 2 is assigned to images with tumor regions. 
We add two fully connected layers on top of the last residual block of the encoder (‘Re-
sidual + SE Block #4’ in Fig. 1) and obtain the classification results. We also obtain the 
lesion area (segmentation mask) as output of the decoder. The network is trained on the 
tasks of classification and segmentation simultaneously.  

In the training phase, images in sagittal and coronal planes are selected as the center 
position of kidney in Z direction comes to the center line in the image by referring to 
the ground truth of the segmentation. In the prediction phase, the center position is 
decided by referring to the prediction results of axial planes.  

The training procedure is as follows. We use an encoder pre-trained on the ImageNet 
dataset [5]. We use an Adam optimizer [6] with an initial learning rate of 0.01. The 
mini-batch size is 64 and we run 100 epochs. The loss function is summation of the 
classification loss and the segmentation loss. The classification loss is softmax cross 
entropy, and the segmentation loss is the summation of pixel-wise softmax cross en-
tropy loss and dice loss [7]. Data augmentation is applied on the fly during the training. 
We augment using translation, rotation, resizing, flipping, dropout and contrast adapta-
tions. We select a model which produces the lowest loss value for validation data in the 
training data. In our experiment, 200 cases (volumes) are used for training and 10 cases 
(volumes) are used for validation. Those cases are provided by KITS19 organizers and 
we do not use external datasets. 

In the prediction phase, we have 18 channels for each slice in a volume as a result 
since we have two different networks, i.e. U-Net type network and LinkNet type net-
work, three channel segmentation result for each image and three different planes. 

1.4 Second step 

In the second step, the input data is the segmentation results obtained in the first step 
and have 18 channels for each slice. We use three-layer convolutional neural networks 
without down sampling and up sampling. The first and second layer has 3x3 convolu-
tion – ReLu - batch normalization structure and the number of output channels is 36. 
The third layer has 1x1 convolution – softmax structure and the number of output chan-
nels is 3. 

The training procedure is as follows. We use an Adam optimizer [6] with an initial 
learning rate of 0.01. The mini-batch size is 256 and we run 50 epochs. The loss func-
tion is the summation of pixel-wise softmax cross entropy loss and dice loss [7]. Data 
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augmentation is not applied. We select a model which produces the lowest loss value 
for validation data in the training data. In our experiment, 200 cases are used for training 
and 10 cases are used for validation which are the same cases in the training phase. 
 
 

 
Fig. 1. Network architecture of the proposed method. ‘SE’ stands for ‘Squeeze and Excitation’. 
White circles in the decoder are concatenation or summation for U-Net type and LinkNet type, 

respectively. 

2 Experimental results 

Our proposed method was evaluated with test dataset provided by the KiTS19 organiz-
ers. The results were evaluated with Dice coefficients for kidney area (including tumor 
area), tumor area and an average value of those coefficients. The Dice coefficients for 
kidney area and tumor area were 0.9324 and 0.5796, respectively. The average Dice 
coefficient was 0.7560. 
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