
Convolutional Neural Network for Kidney and
kidney Tumor segmentation ?

Vikas Kumar Anand1[0000−0002−7109−1638], Pranav Aurangabadkar, Mahendra
Khened1, and Ganapathy Krishnamurthi1[0000−0002−9262−7569]

Department of Engineering Design, Indian Institute of Technology Madras, Chennai
600036, India

gankrish@iitm.ac.in

Abstract. In this work, we have attempted to develop algorithms for
automatic segmentation of kidney and kidney tumous from CT im-
ages. We have exploited encoder decoder architecture of fully convo-
lutional neural network.Pre-processesing steps involves slice extraction,
data standardization and Hounsfield unit windowing. The proposed net-
work has been trained on CT images of kidney and kidney tumors with
their ground truth. Weighted combination of focal loss and dice loss has
been minimized using Adam as optimizer. Dice coefficient of 94.68% and
94.51% has been achieved for kidney and kidney tumor segmentation
respectively.

Keywords: Deep Learning · CNN · Segmentation · Computed Tomog-
raphy.

1 Introduction

Kidney Tumors are result of out of control growth of malignant kidney cells.
Generally, Kidney tumors are detected in early stage. However tumors may be-
come large before detection. Abdominal imaging is common procedure for many
different medical disorders such as hypertension, diabetes and, disease related
to kidney. Computed tomography (CT) helps in detection of abnormalities in
kidney. kidney abnormalities be a simple renal cyst or benign renal lesions or
malignant renal cell. Renal cyst does not require treatment or follow-up, but in
a notable proportion of cases masses of benign and malignant cells require ad-
ditional procedures or interventions. Contrast enhanced CT shows morphology
of kidney tumors. Tumor morphology plays important role in lesion’s diagnosis
and treatment. To establish quantitative relationship between tumor morphol-
ogy and clinical output, it requires manual analysis of images. This task becomes
very laborious due to manual quantification of large number of images for each
case. Solution to this problem is automatic semantic segmentation of kidney and
kidney tumors.

In this work is an attempt to develop an algorithms for fully automatic seg-
mentation of kidney and kidney tumor using CT images. Our methods involves
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convolutional neural network (CNN)[8] which takes CT images as input and
ground truth generated on corresponding CT image as output.

CNNs very popular algorithms for wide variety of pattern recognition tasks.
Most common applications of CNNs are image classification [7, 14, 2] and se-
mantic segmentation using fully convolutional networks (FCN) [9]. CNNs have
also been applied to medical image segmentation and classification [1, 10]. In
this paper, we propose a CNN based architecture for segmentation of kidney
and kidney tumors from CT images of the abdomen. Our network is inspired by
from DenseNets [4] and U-Net[13].

2 Related Work

3 Materials and Method

3.1 Data pre-processing:

Each CT volume has fixed image size of 512 with different numbers of slices.
2-D slices are extracted from the CT volumes. Approximately 46000 2-D slices
have been extracted from 210 cases. Hounsfield windowing (20-190) has been
performed to enhance the contrast of kidney and kidney tumor tissues. This is
followed by data normalization and data augmentation.

Data Normalization Volumes has been normalized to have zero mean and
unit variance using Eq.1.

Xnorm =
X − µ
σ

(1)

where X is the data, µ and σ are mean and global standard deviation associated
with X.

3.2 Proposed Network

For segmentation of kidney and kidney tumor from CT images, we have ex-
plored encoder-decoder architecture. The encoder of the segmentation network
is inspired by Densenet-121 architecture and has dense connectivity pattern.
Where as the decoder of the network consists of up sampling modules and con-
volutional layers. Feature maps of decoder is concatenated with feature maps
decoder. the architecture of the network is illustrated in Fig.1 The input to the
network is 2-D CT slices of abdomen. There are 64 7 × 7 kernels are available
in the first convolutional layer. Batch normalization [5] and a non linearity layer
(ReLU)[12] has been applied to resultant feature of the first layer. To reduce the
spatial dimension of feature maps max-pooling layer is added with kernel size
3× 3 and strides of 2. Max-pooling layer is followed by series of dense block and
transition block. Each dense block has different numbers of convolutional lay-
ers, here each layer receives inputs from all previous convolutional layers. Each
layer of dense block which is shown in Fig.3 has batch normalization, ReLU,
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Fig. 1: Proposed network

convolution, and Dropout operation in series. This network has 4 dense block
with 6, 12, 24, and 16 convolutional layer respectively. Transition block is shown
in Fig. 4 and has batch normalization, ReLU, 1 × 1 convolution, dropout and
max-polling layer operation in series.

Fig. 2: Dense block with 3 layers

Fig. 3: Layer of dense block
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Fig. 4: Transition block

3.3 Loss Function

Lesions are represented by a minuscule proportion of voxels in a medical volume
by thereby leading to class imbalance. This issue was circumvented by train-
ing the network to minimize a hybrid loss function. The hybrid cost function
comprised of weighted cross entropy & dice loss [11].

The dice co-efficient is an overlap metric used for assessing the quality of
segmentation maps. The dice coefficient between two binary volumes can be
written as:

DICE =
2
∑N

i pigi∑N
i p2i +

∑N
i g2i

(2)

where the sums run over the N voxels, of the predicted binary segmentation
volume pi ∈ P and the ground truth binary volume gi ∈ G

The parameters of the network was optimized so as to minimize the total loss,
Equation. (3).

total loss = λ(focal loss)+γ(dice loss bg)+δ(dice loss kidney)+θ(dice loss tumor)
(3)

where λ, δ and γ are empirically assigned weights to individual losses, fg and
bg represent foreground voxels which corresponded to lesion regions and back-
ground voxels which corresponded to non-lesion regions respectively. In this work
we set γ = 0.25, δ = 0.25 and λ = 0.50.

Training The proposed model has been trained on a batch size of 4 for 60
epochs using ADAM [6] as the optimizer. The given dataset is spilted into train-
ing,testing and validation sets and percentage of split is 70%, 20% and 10%
respectively. In encoding layer of network, we have used weights of DenseNet-
121 which is pre-trained on ImageNet dataset. Decoder layer of network is ran-
domly initialized and fine tuned with training the network where as encoder
layer weights are frozen. During training of our network, the model has been
saved on every epoch and the best model selection criteria is based on the model
which gave the highest dice score on the validation set.
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4 Experimental Setup and Result

4.1 Data sets and Evaluation Criteria

Dataset: For each case, CT images of abdomen has been acquired in late arterial
contrast phase that show full information about abdomen. Manual delineation of
kidney and kidney tumor has been performed on axial plane, and series has been
regularly subsampled in the longitudinal direction to keep approximate 50 slices
per case that have kidney and tumor information. Acquisition process of CT
images and Ground truth generation has been explained by challenge organizer
in [3]. The challenge dataset has total 300 cases, out of which 210 cases has been
made available for training phase and rest 90 cases has been made available for
testing phase.

Evaluation Criteria: Average Score S, for the 90 test cases, has been cal-
culated for each team. The challenge organizer has the following criteria for
computation of average score S,

S =
1

90

89∑
i=0

1

2

(
2 ∗ n(i)t,tp

2 ∗ n(i)t,tp + n
(i)
t,fp + n

(i)
t,fn

+
2 ∗ n(i)k,tp

2 ∗ n(i)k,tp + n
(i)
k,fp + n

(i)
k,fn

)

where, n
(i)
t,tp = True positive for tumor, n

(i)
t,fp = False positive for tumor,

n
(i)
t,fn = False negative for tumor, n

(i)
k,tp = True positive for kidney and tumor,

n
(i)
k,fp = False positive for kidney and tumor, n

(i)
k,fn = False negative for kidney

and tumor

4.2 Experimental Results

Fig. 5: Prediction made by our model.

Our proposed model able to achieve dice similarity of 0.9454615 and 0.88882035
for kidney and kidney tumor on held out test data.
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5 Conclusion

Algorithms for automatic segmentation of kidney and kidney tumor segmenta-
tion has been developed. Segmentation of kidney and tumor plays important
role in diagnosis.
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