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Abstract. Accurate segmentation of kidney and kidney tumor from
CT-volumes is vital to many clinical endpoints, such as differential di-
agnosis, prognosis and radiation therapy planning. While manual seg-
mentation is subjective and time-consuming, fully automated extraction
is quite imperative and challenging due to intrinsic heterogeneity of tu-
mor structures. To address this problem, we propose a double cascaded
framework based on 3D SEAU-Net to hierarchically and successively
segment the subregions of the target. This double cascaded framework is
used to decompose the complex task of multi-class segmentation into two
simpler binary segmentation tasks. That is to say, the region of interest
(ROI) including kidney and kidney tumor is trained and extracted in
the first step, and the pre-trained weights are used as the initial weights
of the network that is to segment the kidney tumor in second step. Our
proposed network, 3D SEAU-Net, integrates residual network, dilated
convolution, squeeze-and-excitation network and attention mechanism to
improve segmentation performance. To speed training and improve net-
work generalization, we take advantage of transfer learning (i.e., weight
transfer) in the whole training phase. Meanwhile, we use 3D fully con-
nected conditional random field to refine the result in post-processing
phase. Eventually, our proposed segmentation method is evaluated on
KiTS 2019 dataset and experimental results achieves mean dice scores
93.51% for the whole kidney and tumor, 92.42% for kidney and 74.34%
for tumor on the training data.
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1 Introduction

Kidney cancer is a relatively common cancer in men and women. According to
global cancer statistics in 2018, there are over 400,000 new cases each year, suf-
fering from kidney cancer [1]. Surgery is the most common treatment option at
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present. Due to the diversity of kidney and kidney tumor morphology, there is
a growing interest in studying the relationships between the tumor morphology
and surgical outcomes [14, 4], as well as in developing state-of-the-art treatment
techniques [15]. Automatic semantic segmentation based on deep learning algo-
rithms is a promising tool to address these issues, however the heterogeneity of
morphology makes it a challenging problem.

Recently, deep learning based methods, especially convolution neural net-
works (CNNs), have exhibited state-of-the-art performance in semantic segmen-
tation [2, 5, 19] and are also widely applied for segmenting lesions or regions
of interests (ROIs) in medical images [17, 12, 11]. In the past several years, U-
Net based methods have made significant achievements in the medical image
segmentations domain. In 2015, the U-Net won the championship with a great
advantage in multiple challenge tasks in ISBI, such as Glioblastoma-astrocytoma
U373 cells segmentation, HeLa Cells Tracking, etc. And since then, U-Net based
architecture has become a benchmark for medical image segmentations and has
achieved better performance on other public challenge tasks. For instance, Ron-
neberger et al. further extended the previous U-Net from two-dimensional to
three-dimensional structure and used the proposed 3D U-Net to segment the
Xenopus kidney in 2016 [3]. In the same year, a similar network named V-Net
was proposed by Milletari et al. and was used to segment prostate volumes [16].
Besides, Isensee et al. improved the 3D U-Net to segment glioma with multi-
subregion architectures and achieved competitive results in both BraTS 2017
and BraTS 2018 challenges [9, 10]. For kidney and kidney tumor segmentation,
there are only a handful of research works in recent years due to the challenges of
data collection sets annotation. One early study showed that Yang et al. present-
ed an kidney segmentation method by using multi-atlas image registration [23].
Although this method can segment the kidney with a high precision in terms of
Dice similarity coefficient (DSC), it takes a long time to infer the result on each
image. Another relevant work is that Taha et al. also inspired by U-Net archi-
tecture and proposed a Kid-Net for kidney vessels(i.e., artery, vein and ureter)
segmentation from CT-volumes [20]. Besides, Yu et al. developed a Crossbar-Net
for kidney tumor segmentation and presented a new sampling method named
crossbar patches [24]. They trained two Crossbar-Nets via a cascaded training
strategy and the final result is generated by a majority vote of all sub-models.

In this work, we aim to segment kidney and kidney tumor from CT-volumes
and our contributions are summed up the following three-fold. First, we propose
a double cascaded framework based on 3D CNNs to hierarchically and succes-
sively segment the subregions of the target. We decompose the complex task of
multi-class segmentation into two simpler binary segmentation tasks, and make
full use of the hierarchical structure of target to reduce false positives via the pro-
posed cascaded framework. Second, we extend the works of literatures [9, 8] and
develop a 3D convolutional neural network, namely 3D SEAU-Net, to segment
each binary segmentation task. The 3D SEAU-Net embeds residual network, di-
lated convolution, squeeze-and-excitation network and attention mechanism to
improve segmentation performance. Third, we take advantage of transfer learn-
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ing to speed training and improve network generalization in the whole training
phase, and use 3D fully connected conditional random field (CRF) [13] to refine
the result in post-processing phase.

2 Methods

2.1 KiTS19 data

The whole CT imaging dataset presented by the KiTS19 challenge was collected
from multi-centers between 2010 and 2018. And the manual annotations were
preformed on a distributed system by medical students under the supervision of
senior clinical chair [7]. After thresholding, hilum filling and interpolation pro-
cessing, there are 210 samples with different size as training set and 90 samples
as testing set. In order to extract as much valuable semantic information as pos-
sible, we first crop each sample to a smaller size under retaining foreground size,
and then resize it 128 × 128 × 128 via nearest neighbour interpolation. Before
feeding the images into the deep learning network, each sample is normalized by
the following equation:
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where Vm indicates the voxels value of sample m, N is the number of sample and
V ∗
m indicates the voxels value of normalized sample m. This method is referred to

as zero-mean normalization and widely used for preprocessing in deep learning.

2.2 Double Cascaded Framework

Our proposed cascaded framework is presented in Fig. 1. We utilize two identical
networks to hierarchically and successively segment the subregions of the target
and each network performs an end-to-end binary segmentation task. The first
network segments the whole target including kidney and kidney tumor of each
patient. Then the model weights of the first network trained is obtained and is
used as the initial weights of the second network that is to segment the kid-
ney tumor. The inputs of both networks are the same images except for labels.
Particularly speaking, the input label of the first network including kidney and
kidney tumor is regarded as the identical target and converted to one foreground
before feeding images into network. Similarly, the input label of the second net-
work only includes kidney tumor and the label including kidney is served as
background. The segmentation results of both networks are post-processed via
a 3D fully connected conditional random field (CRF) [13] which can effectively
remove false positives and be widely used for post-processing on biomedical 3D
volumes [12, 11]. Furthermore, the final segmentation result is obtained by fusing
the two post-processed results of which the second one is taken as the mask of
the first one.
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Fig. 1. Our proposed double cascaded framework for kidney and kidney tumor Seg-
mentation.

Baseline Network For a 3D convolutional neural network, it is necessary to
take the balance between model complexity and memory consumption into ac-
count. Generally speaking, the deeper or wider a CNN model, the performance
of the model becomes more better. However, due to memory limitations, it may
not be the best way to increase performance [22]. Thus, some researches have
focused on improving the performance of the model via some mechanisms, such
as residual block [6], squeeze-and-excitation network (SENet) [8] and attention-
aware [21, 18, 5]. Based on that, we attempt to find a good compromise between
the depth and width. Afterwards, we develop a 3D convolutional neural network,
namely 3D SEAU-Net shown in Fig. 2, for our each binary segmentation task.
Our proposed network is inspired by a typical 2D U-Net architecture [17] and
we go through minor modifications that the max-pooling operation is replaced
by a convolutional block with stride of 2 in each down-sampling and the dilation
rate is accordingly increased in all convolution layers of network. In addition, we
extend the previous 2D SENet [8] and 2D residual attention mechanism [21] into
3D structure, and embed them to improve representation ability of our baseline
network. One important modification in our architecture is that
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