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Abstract. Kidney cancer is a huge threat to humans, and the surgery is the 
most common treatment. For clinicians, knowing the morphology of the 
kidney and kidney tumor in advance may be helpful for surgery. 
Automatic segmentation of kidney and kidney tumor is a promising 
approach for these efforts. In this paper, we proposed a based 3D 
convolutional neural network to segment kidney and kidney tumor using 
the data from the 2019 Kidney Tumor Segmentation Challenge. 
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1 Introduction

There are more than 400,000 new cases of kidney cancer each year [1], and surgery is
its most common treatment [2]. For clinicians, knowing the morphology of the kidney
and  kidney  tumor  in  advance  may  be  helpful  for  surgery.  However,  manual
segmentation of kidney and kidney tumor from CT-Volumes is expensive in terms of
time and human expertise. Automatic segmentation is the much desired solution to
this problem. 

Following the success on challenging tasks in the field of computer vision  [3,  4].
Convolutional Neural Networks (CNNs) have been applied successfully on variety of
biomedical  segmentation  problems.  Most  developed  approaches  relied  on  the
adaptation of 2D CNNs for processing 3D volumes  [5, 6]. However, these methods
dropped  context  information  when  they  are  trained  slice  by  slice.  Therefore,  the
approaches based 3D CNNs have been proposed for solving the problem [7-9]. In this
paper,  we proposed a method based on  3D CNNs for segmentation of kidney and
kidney tumor using the data from the 2019 Kidney Tumor Segmentation Challenge
(KiTS19).

2 Methods

The KiTS19 challenge released 209 cases for model training, which is the format of
CT-Volumes including subjects and corresponding manual delineation of the actual
kidneys and kidney tumors. The overview of our proposed method is shown in the
Figure 1. Our proposed method consists of two auxiliary networks and a segmentation
network. The auxiliary networks are used to locate the kidneys in advance. As Fig. 1
shows, the one based resnet34 is for obtaining the range of axis z of the case, and the
one based unet-2d is used to locate kidney in the slice of axis x and axis y. We acquire
3D patches with the size of (128, 128, 80) by adjusting the sliding window from the
located kidney. Hereafter, these 3D patches are input the segmentation network for
training the parameters. The proposed segmentation network is shown in Fig.2. To
acquire more semantic features in the lower layers, more transpose convolution layers
are added in segmentation network. Besides, multiple scale residual blocks (MRB) are
used to obtain multiple scale features, which present plentiful context information for
increasing the accuracy of segmentation. The MRB is shown in Fig. 3. As the Fig.3
shows, the MRB uses cascade of 3x3 kernel convolution layer to obtain a bigger
receptive field, then concatenates all the features with a residual shortcut. There is a
1x1 convolution layer used for dimensionality reduction of the features in each MRB. 



Fig.1. Overview of the segmentation process.

Fig. 2. Segmentation network



Fig. 3. Multiple scale Residual Block

3 Implementation  details

By setting the threshold of 350, the values of pixels below the threshold will be set to
zero. Meanwhile, We use Trilinear interpolation to make all the spacing normalized to
(1,1,1) . In particular, each input image is randomly rotated by a degree ranging from
−30◦ to 30◦ degree, flipped randomly on the fly, so as to augment the dataset and
reduce memory footprint. We use SGD as optimizer with initial learning rate of 0.01
and decay by 0.1 if no progress is made in three epoch. Early-stopping technique is
adopted after 30 epochs or the learning rate is lower than 1e-6 with no progress on the
validation loss. We use the summation of softdiceloss and Binary Crossentropy Loss
as our loss function.
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