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Abstract. To study the kidney diseases and kidney tumor from Com-
puted Tomography(CT) imaging data, it is helpful to segment the re-
gion of interest through computer aided auto-segmentation tool. In the
KiTs 2019 challenge [1], we are provided 3D volumetric CT data to train
a model for kidney and kidney tumor segmentation. We introduce an
improved deep 3D Unet by enriching the feature representation in CT
images using an attention module. We achieve 1.5% improvement in the
segmentation accuracy when evaluated on the validation set.

1 Introduction

In our solution, we used a generic 3D U-Net to train a multi-label segmentation
model. In particular, we adopt nnU-Net framework [2] as the base framework.
nnU-Net is proposed for Medical Imaging Decathlon as a general framework for
various organs and tumors in CT and MRI data. However, it has not been tested
on the kidney and kidney tumor. It is designed to adapt to many different medical
imaging datasets through automatic data analysis and preprocessing. On top of
this baseline, given that the kidney tumours tend to only take up a relatively
small portion of the CT slice and that they also appear to be rather difficult
to distinguish from the kidney itself, we follow the approach in [3] to apply a
spatial attention mechanism on the generic 3D U-Net to improve the feature
representation.

2 Approach

Preprocessing: We use the interpolated version of raw data provided by the
official website in order to use 3D CNN. Same as in the original nnU-Net module,
the data are normalized based on the training set, subtracted by the mean value
and divided by the standard deviation. The volumes are clipped by keeping only
the values within 0.05-0.95 percentile.
Attentive 3D U-Net: We illustrate the brief structure of our network in 1.
To improve the feature representation, we add an attention module similar to [3]
at the middle layer. It contains a convolution layer (φatt) followed by a softmax
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Fig. 1. Attentive 3D U-Net.

function and a max normalization operation. The process can be mathematically
written as:

atti = φatt(Xi)/τ (1)
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where Xi is the ith input feature map, (w, h) is the shape of the feature map,
and d is the channel index. ⊗ represents the element-wise multiplication oper-
ation. τ is the temperature of the softmax operation and it is set to 3 in our
implementation.
Training of 3D Unet: We follow the training procedures as described by [2].
We modify the orignal nnU-Net training to a parallel training that could be run
on 4 GPUs concurrently. The batch size is set to be 8.
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